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Abstract. Willingness-To-Pay (WTP) is the most a person is willing to pay for a good or

service. Conversely, Willingness-To-Accept (WTA) is the minimum amount a person is willing

to accept for giving up a good or service. People often attribute a higher value for privacy in the

WTA condition when compared to the WTP condition. In behavioral economics of privacy and

security, this discrepancy between WTP and WTA has been explained by the endowment effect

and the status-quo bias. In this study, we aim to emulate the effects of WTP and WTA through

interface design. Specifically, we employed the principles of status-quo bias to build two versions

of the IoT Marketplace. While one design of the marketplace emulated the WTA condition, the

other emulated the WTP condition. In both versions of the marketplace, we communicated the

aggregate privacy rating associated with the IoT device using the same indicator. We evaluated

the effect the two interfaces had on product selection by conducting a study where participants

were asked to purchase an IoT device using either a WTA interface or a WTP interface. Our

results show that participants using the interface that emulated the WTA condition were more

likely to pay a premium to purchase devices with a higher privacy rating when compared to

the participants using the interface that emulated the WTP condition. We also append results

showing that when asked to select items without making the purchases the same effect was more

pronounced.
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1 Introduction

The past decade has seen a massive growth in Internet of Things (IoT) devices, from

fitness trackers to household items. There are already eight to ten billion devices, and

that number is predicted to almost double to approximately 18 billion IoT devices

by 2022 [12]. While these devices offer great convenience, they also collect a lot of

sensitive information about the user and pose a significant threat to their privacy and

security. For example, Strava, a fitness tracking platform, collected detailed activity

information about it’s users to generate a global heat map. The heat map exposed

users’ home addresses and mapped classified military operations [19, 21, 6].

Consumers are becoming increasingly aware of the privacy and security risks

associated with IoT devices through media reports, opinions shared by friends, and

by observing unexpected device behavior [11]. However, consumer awareness alone is

not sufficient to protect individual privacy, “more fundamental behavioral responses

must also be addressed if privacy ought to be protected” [1]. In this work, we explore

the role of privacy in decision-making specifically by isolating the discrepancy between

Willingness-To-Pay (WTP) and Willingness-To-Accept (WTA) as experimentally ob-

servable manifestations of the endowment effect and the status-quo bias.

Researchers have previously studied the differences in value attributed to pri-

vacy in WTP and WTA conditions by explicitly asking participants to either pay for

privacy or accept payment in exchange for giving up their privacy [3, 15]. In those

studies, the participants in the WTA condition often attributed a higher value for

their privacy [3, 15]. Beyond privacy, WTP/WTA disparities have been found to be

consistent across wide varieties of goods such as mugs, movie tickets, nuclear waste

repositories and many others [18]. Past research also suggests that students tend to

have lower WTA/WTP ratios than the general public. So conducting the experiment

with the general population would increase the WTA/WTP ratio [18]. Across decades

of empirical studies a general finding in WTA/WTP is that “a gain may be moder-

ately valuable but a loss could be irreplaceable. and the difference between WTA and

WTP would then be large” [17]. We began with a hypothesis that this general result

would be applicable in the case of home-based IoT where there is the ’barn door’ na-

ture of information loss [32] and sensitive contexts which may result in severe loss of

privacy [28]. Alternatively, living spaces can have the most sensitive privacy contexts

so that there concerns of privacy of intimate sensitive data define the baseline value for

privacy independent of framing. Additionally, we try to see if it is possible to emulate
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the WTA and WTP scenarios without explicitly asking the participants to either give

up their privacy for a monetary benefit or pay to keep their information private.

We recruited participants to be consumers in an experimental IoT market-

place, then randomly assigned them into WTP, and WTA groups. Participants in the

WTP and WTA groups were provided with the same indicators for aggregate privacy

risk, products, and prices. Each participant was given a $25 gift card. Without making

a purchase they selected two devices, a fitness trackers and a security camera, as desir-

able. Then they purchased a smart plug, keeping the remaining balance on the card.

In order to align with marketplace preferences, we selected participants who expressed

a desire to make such a purchase. The marketplace presented smart plug devices which

varied in price and privacy. All devices that had a higher privacy rating were priced

higher than those with a lower privacy rating, exogenously to the experiment design.

The results from this show that participants using the WTA framing were more likely

to purchase privacy-preserving devices by paying a premium for it. Participants in the

WTP group did not consistently make privacy-preserving choices despite having the

same privacy information and purchasing devices for use in the same context.

In Section 2, we detail past work in decision making and risk communication

that influenced the design of our IoT Marketplace interfaces. In Section 3, we provide

the rationale for design of the WTA and WTP versions of the IoT Marketplace. In

Section 4, we detail the experiment design; please note that the experiment was subject

to Institutional Review Board (IRB) review. In Section 5, we provide the results from

our experiment and then return to the literature for explanations. Finally, we conclude

with a discussion on the possible implications of our findings in Section 6.

2 Related Work

In this section we provide an introduction to the three components of the experiment.

First we address previous experiments in privacy valuation that similarly address the

biases we consider. We then broaden the discussion to include examples of privacy

valuation which use labels and indicators. We close by identifying the related work

on privacy ratings that informed our calculation of these ratings for the selected IoT

devices.
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2.1 Endowment Effect and Status-quo Bias

It is common for people to attribute a higher value to items they possess when compared

to the items they don’t possess [20, 3, 15, 2]. This discrepancy in valuations between

Willingness-To-Pay and Willingness-To-Accept payment has also been observed in the

case of privacy. Specifically, past research has shown that people assign a higher mone-

tary value to privacy in the WTA condition when compared to the WTP condition [3,

15]. In an early work applying this to privacy valuation Acquisti et al. conducted an

experiment in which the participants were either endowed with a $10 gift card or a $12

gift card [3]. The $10 gift card was anonymized i.e. purchases made through the gift

card could not be linked back to the participants. On the other hand, the $12 gift card

was an identified one i.e. purchases made though the gift card could be linked back

to the participants. The participants who were endowed with the $10 gift card could

agree to disclose their purchase information and receive an additional $2 (exchange the

$10 gift card for the $12 one). Similarly, participants who were endowed with the $12

gift card could protect their purchase information from being disclosed by paying $2

(exchange the $12 gift card for the $10 one). The results showed that more partici-

pants rejected the $2 offer to disclose their information when compared to the number

of participants that were willing to pay the additional $2 to protect their information.

These results clearly show that people are more likely to attribute a higher value to

privacy in the WTA condition.

The discrepancy between WTA and WTP can be explained by the endow-

ment effect and the status-quo bias. The endowment effect states that people are more

attached to the items they possess, so they demand a higher price than what they are

willing to pay for it [29]. In the example above, people who were initially endowed with

the anonymized card were more attached to their privacy, so they were less likely to

give it up for an additional $2.

Status-quo bias consists of two primary components: (1) strong preference

for the current state of affairs and (2) strong preference for not taking any action,

also known as omission bias [26]. This strong preference for the current state of affairs

is due to loss aversion [26, 29]. A change from status-quo implies that people would

lose some things while gaining other things. Since people are loss averse, they tend to

attribute greater weight to losses when compared to gains which explains their strong

preference for the status-quo [26]. It must also be noted that the status-quo bias is

only present when people have to take an action. When there is no action involved,

people don’t exhibit a status-quo bias [26]. Furthermore, people react more adversely
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to negative outcomes caused by taking an action as supposed to taking no action even

if the negative outcomes are equivalent in both cases [26]. The fear of potential regret

from taking an action prevents people from changing the status-quo. This fear of regret

is one of the primary reasons for omission bias. According to status-quo bias, in the

example above, people who were endowed with the anonymized card are less likely to

give up their privacy for an additional $2 because (1) they are loss averse, so they don’t

want to give up their privacy and (2) they are more apprehensive about the negative

outcomes associated with disclosing their personal information.

Making any decision about the importance (or lack thereof) of security and

privacy in a decision, it is necessary to have information about the security and privacy

of the product. In the next subsection, we describe the previous work that informed

our design decisions on the icons used to communicate the privacy and security choices.

2.2 Labels and Indicators

An interview of people considering IoT products found that consumers not only did

not have privacy information, they did not know where to find it [11]. In this work,

our goal was to compare WTP/WTA for IoT devices. A comparison of WTP/WTA

based on the privacy and security of the devices requires awareness of the privacy

implications of a purchase. In order to do this, we built upon previous research on the

conditions under which participants in research and in markets include privacy in their

decision-making.

There is a significant body of research that supports the power of simple in-

dicators that communicate aggregate information exposure risks as effective decision-

making aids on multiple platforms [14]. An early comparative study by Tsai et al.

showed that the provision of indicators for aggregate privacy risk decreases the dis-

crepancy between users’ expressed privacy concerns and their behavior [30]. Tsai and

her coauthors recruited people who expressed high levels of concern about online pri-

vacy then asked them to select vendors for two products using a search engine. When

the search engine provided participants with only links to the vendors’ webpages and

the price of the product, there was no evidence that participants’ decisions were influ-

enced by the vendors’ privacy policies. Participants in this case systematically chose

the vendor that offered the lowest price. However, when the product listing was aug-

mented with a simple privacy rating along with a link to the summarized privacy policy,

participants paid a premium to buy products from vendors that offered higher levels
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of privacy. Following on that pilot two later studies on the web were Privacy Bird and

Privacy Finder. The former displayed a red, yellow, or green bird to indicate if a web-

site’s privacy policy met the users’ stated preferences, the latter was a privacy-enabled

search engine that generated privacy ratings on a 5-point scale for each of its search

results. Repeated studies showed that both Privacy Bird and Privacy Finder resulted

in users’ choosing those websites with stronger privacy policies [31, 30, 7, 9].

Studies conducted on mobile platforms have shown similar results [27, 31, 4]

using a range of interactions and indicators. In each case the presence of the indicators

themselves influenced privacy behaviors but to different degrees. For example, a study

comparing icons, brief text, and long text found that only the indicator impinged

decision-making in the app marketplace [5]. Later work verified that text permissions

not only did not influence decision-making, but also were rarely read and not well

understood by consumers in the app marketplace [13].

For this study, the choice of icons and framing was significantly motivated by

the findings of a study conducted by Rajivan et al. [25]. In that study, the authors

compared stars, locks, and eyes (based on [27]) using both positive and negative fram-

ing conditions. The results of this quantitative evaluation on the efficacy of multiple

framing mechanisms and icons was that positively framed risk information presented

on a 5-point scale using the padlock icon was most effective. Therefore, here we use

the padlock icon and a five point scale to communicate the aggregate privacy risk. An

illustration of the privacy indicator used in this experiment is shown in Figure 1.

Fig. 1. Privacy rating communicated using the lock icon. More locks imply more privacy.
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If the existence of the privacy icon alone significantly changes decision-making,

then the different WTP/WTA framings should not have a substantive effect on par-

ticipant choices.

2.3 Ratings

Previous experiments in willingness to pay above compared similar products: web pages

and apps. In the IoT domain, evaluation of the privacy and security provided by the

devices with the corresponding apps and services is itself an active research area. For

consistency between devices and based on previous work above [31, 30, 7, 9] we calcu-

lated the risk ratings based on the privacy policies associated with the device and the

corresponding manufacturer’s app. The generation of aggregate privacy ratings based

on the devices’ privacy policies is not the focus of our work. However, since the validity

of our work is influenced by the generation of consistent believable ratings, we include

the following additional research on the creation of ratings.

In the past decade, Machine Learning has also been proposed to automate the

generation of privacy policies [33, 16, 22, 24, 34]. One of the machine learning approaches

that directly informed our work was the framework proposed by Harkous et al. [16].

Their proposed framework uses a hierarchy of neural network classifiers to identify

high-level and fine-grained data collection and usage policy details. They demonstrate

the efficacy of their framework with an application that accepts a link to a privacy

policy and then generates appropriate disconnect icons3 based on preset rules.

3 Marketplace Design

For this study, we created two versions of the IoT Marketplace: WTA Version and

WTP Version. In both versions of the marketplace, devices that offered a higher level

of privacy were priced higher than those that offered a lower level of privacy. We did

this to see if people would purchase devices that offered better privacy even if they

charged a premium. In a study conducted by Emami-Naeini et al., participants were

asked to rank different factors based on the influence they had on their purchase of IoT

devices. The results from this study showed that “privacy and security were ranked

3 Disconnect icons are privacy icons that were developed a Mozilla-led working group. These icons were de-
signed to make privacy policies understandable, and to communicate data collection and usage practices [8].
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among the most important” after price and features [11]. In this study, we control for

the impact of features on participants’ choices by making sure that all devices offered

the same features. The only distinguishing factors between the devices was the privacy

rating and price.

The WTA version provides participants with indicators for aggregate privacy

risk. This version of the marketplace emulates the WTA scenario. The WTP version

also provides participants with indicators for aggregate privacy risk. These indicators

are the same as the ones used in the WTA version. However, this version of the mar-

ketplace emulates the WTP scenario. Therefore, we expect fewer participants using the

WTP version of the marketplace to make privacy-preserving purchases when compared

to the participants using the WTA version.

H1 : More participants using the WTA version of the marketplace will purchase de-

vices with a higher privacy rating when compared to the participants using the

WTP version.

The rest of this section will discuss the design choices for each of the two

versions in detail.

Fig. 2. (a)Positively framed privacy rating illustrated using the padlock icon. (b) A short description explaining
the privacy rating.
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3.1 WTA Version

As noted in Section 2, the lack of indicators for aggregate privacy risk could lead to

people not considering privacy while making their purchase choices [30]. Therefore, in

this version of the marketplace, we provide users with cognitively simple, positively

framed aggregate risk information using the padlock icon. The choice of framing and

icon was primarily informed by the findings of a study conducted by Rajivan et al. [25].

In addition to the aggregate risk rating, we also provided users with a short description

of the rating. The illustrations of the aggregate risk score and the description can be

found in Figure 2. The generation of the aggregate privacy rating is discussed in the

Appendix. Please note that the generation of privacy ratings is not the focus of this

work. The focus of this study is on the behavioral aspects of purchase decisions for IoT

devices.

In addition to providing participants with aggregate risk ratings, this version

of the marketplace also emulates the WTA scenario. To emulate the WTA scenario,

we employ status-quo bias in our design. Status-quo bias consists of two primary com-

ponents:

1. Loss Aversion: When performing an action that leads to a change in state, people

tend to attribute a higher weight to the losses caused by a change in state when

compared to the gains.

2. Omission Bias: if there are potential negative outcomes associated with the state

change, then people are more likely to stick to the status quo to avoid the regret

caused by the potential negative outcomes.

We incorporated both loss aversion and omission bias in our design by presenting a

default state which favors privacy over monetary gain.

To generate loss aversion and omission bias among users we do the following:

(1) We categorized our devices based on their privacy rating, (2) ordered the categories

in decreasing order of their privacy, and (3) we set the highest privacy category as the

default. Participants were provided with the ability to switch between categories by

clicking on the respective tabs. A screenshot of our design is shown in Figure 3 (a).

All tabs contained information about the privacy rating and the starting price for that

category. This was done to focus users’ attention on what they would gain and lose when

switching between categories. So when a user who starts of with the highest privacy

category as a default switches to a lower privacy category he/she would lose privacy
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Fig. 3. (a) WTA version has the category with privacy rating 4 as the default and the tabs are ordered in
the descending order of privacy (or ascending order of price) (b) WTP version has the category with privacy
rating 1 as the default and the tabs are ordered in the ascending order of privacy (or descending order of
price)

but gain money (will save money as devices in a higher privacy category are priced

higher). Based on the theory of loss aversion users would attribute a higher weight to

their loss in privacy when compared to their gain in monetary saving. Furthermore,

loss of privacy could have many adverse effects like financial loss, social embarrassment,

etc. Since people feel more regret from negative outcomes caused by an action when

compared to the same outcome occurring due to inaction [26]. We hypothesize that

people will exhibit omission bias and would avoid purchasing a device from a lower

privacy category to avoid potential regret.

3.2 WTP version

Similar to the WTA version, in this version of the marketplace all devices are cate-

gorized by their privacy rating. Users could also switch between categories by clicking

on the appropriate tab. However, in this version of the marketplace, the categories

were ordered in the increasing order of their privacy and the lowest privacy category

was set as the default (as shown in Figure 3 (b)). By changing the default and the

order of categories, we change the effects of loss aversion and omission bias. Now when

a user switches from the default category to a category with a higher privacy rating,

he/she loses money and gains privacy. So according to the theory of loss aversion, users

will attribute a higher weight to their monetary losses when compared to the gains in
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privacy. Furthermore, potential regret from not being able to have additional cash to

spend on other purchases could lead to omission bias. Therefore this interface emulates

the WTP scenario. More participants using this version of the marketplace are likely

to purchase a device with a lower privacy rating to save money.

4 Experiment Methodology

Our primary goal was to investigate if people using different versions of the IoT market-

place made different purchase choices. So we conducted a between-subjects experiment

with two experimental groups. The two groups are WTA group and WTP group. While

the participants in the WTA group used the WTA version of the marketplace, partic-

ipants in the WTP group used the WTP version of the marketplace.

Everyone that agreed to participate in the study, irrespective of the group

they were assigned to, was initially presented with a set of instructions that told them

how to purchase the device they selected. These instructions were purely mechanical

and did not contain any information that would prime them for privacy. After reading

the instructions, people were allowed to move on to the next stage of the experiment

where they were presented with three categories of products: home security cameras,

fitness trackers, and smart plugs. These categories of products were presented to the

participants in a sequence i.e. they were first presented with a list of home security

cameras and after selecting a device from that list they were presented with items

from the next category. For the first two categories, participants were asked to select

products that they were most likely to purchase. These two categories were used as a

way to help participants familiarize themselves with the interface of the marketplace.

The results for these categories can be found in the Appendix. Participants only bought

products from the third category (Smart Plugs).

For the smart plug category, once a participant selected a device they wanted

to purchase we redirected them to the product listing on Amazon where they made

their purchase using the $25 amazon gift card that was provided to them. They were

allowed to keep the device they purchased and any cash that was left on the Amazon

gift card after making the purchase as compensation for participating in the study.

After completing the purchase, the participants were asked to complete a short survey

which included questionnaires about demographics, purchase decisions, expertise, and

privacy concerns.
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For each category, we presented participants with a list of 8 devices. These

were all real products that had a listing on Amazon. Specifically, for the smart plug

category, we browsed through a list of smart plug devices that were priced under

$25 and manually analyzed their privacy policies to generate an aggregate risk score

or privacy rating. We then selected a list of 8 devices such that (1) all the devices

provided the same features, (2) all the devices were compatible with Alexa, Google

Home, iPhone, and Android devices, and (3) all devices that had a higher privacy

score were priced higher. If all the products were priced the same and had the same

features then people would choose to purchase products with a higher privacy rating.

Here we wanted to see if people would pay a higher price for privacy.

Participants for this study were recruited through ads on university classifieds,

posting flyers on campus, and through email blasts sent to university students. The

recruiting material was designed to target people who would be interested in purchasing

and utilizing a smart plug. Specifically, we solicited participants by stating that they

would receive a free smart plug. The first half of the ad also contained different use

cases for a smart plug. A digital copy of the flyer used in classifieds ads and email

blasts can be found in the Appendix. By recruiting participants who had an intention

to use the smart plug we were able to record purchase decisions that are comparable

to the ones they make when purchasing a device on an actual real-world marketplace.

We conducted power analysis using the R MKpower package to determine the

appropriate sample size for our study. For the power analysis, we used the following

estimations for mean and standard deviation: est. mean WTA = 3, est. sd WTA = 1,

est. mean WTP = 2, and est. sd WTP = 1. The analysis showed that we would need

13.09 participants per group. The power was set to 0.8.

For this study, we recruited 20 participants per group which is a little over

the computed sample size. So we had a total of 40 participants.

5 Results

We found that participants in the WTA group were more likely to purchase products

with a higher privacy rating when compared to participants in the WTP conditions.

This shows that it is possible to emulate WTA and WTP scenarios through interface

design. Furthermore, despite having the same visual indicators for privacy, a significant

number of participants in the WTP group purchased products with the lowest privacy
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rating. This demonstrates that the design of the interface can play a significant role in

nudging people towards privacy preserving decisions.

5.1 Demographics

All participants were over 18, and the sample skewed younger. Fifty-five percent of the

participants were between 18-25 years old; 30% were between 25-35 years old, and 15%

of the participants were older than 35. Out of the 40 participants, 50% were men, and

50% were women.

Group Mean Standard Deviation Median

WTA 2.8 1.24 3
WTP 2.15 1.18 2

Table 1. The table presents the mean, standard deviation, and median privacy rating for the two experimental
groups.

5.2 Descriptive Statistics

As you can see in Figure 4, the distribution of Smart Plug purchases made by the par-

ticipants in the WTA group is skewed towards a higher privacy rating. For participants

in the WTP groups, the distributions are skewed towards a lower privacy rating. The

mean, standard deviation, and median for the two experimental groups can be found

in Table 1.

Figure 5 compares the distribution of privacy ratings for the products pur-

chased by participants in the two experimental conditions. The median privacy rating

for the WTA group is higher than that of the WTP group. This indicates that a lot

more participants in the WTA group purchased products with the highest privacy

rating when compared to the participants in the WTP condition. Alternatively, more

people in the WTP condition purchased products with the lowest privacy rating when

compared to the WTA group.

In the following subsections, we determine if the observed differences between

the WTA group and the WTP group are statistically significant.
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Fig. 4. Bar chart comparing the distribution of purchases made by participants using the WTA and the WTP
versions of the marketplace.

5.3 WTA vs WTP

The goal of the study was to see if it is possible to emulate WTA and WTP scenarios

without explicitly asking the participants to either give up their privacy for a monetary

benefit or pay to keep their information private. Specifically, we wanted to see if more

participants in the WTA group purchased products with a higher privacy rating when

compared to the WTP condition. Once again we performed the single-tailed Wilcoxon

rank-sum test. The results from our tests show that H1 is true (w = 260.5, p-value

= 0.044, r = 0.270). The p-value has been adjusted for multiple testing. People in

the WTA condition are more likely to purchase devices with a higher privacy rating

compared to people in the WTP condition.

Despite having the same indicators for privacy, participants in the WTA and

the WTP groups made significantly different purchase decisions. Participants who were

endowed with the highest privacy (WTA group) were less likely to give it up in exchange

for saving money. In other words, they were less likely to accept payment for giving

up their privacy. At the same time, participants who were not endowed with privacy

(WTP group) were less likely to spend a few more dollars to protect their privacy i.e.



IoT Marketplace 15

Fig. 5. A comparison of box plots representing the distribution of privacy ratings for purchases made by
participants using the WTA and the WTP versions of the marketplace.

they were not willing to pay to protect their privacy. This indicates the interface of the

marketplace can play a significant role in nudging participants towards or away from

making privacy-preserving decisions.

5.4 Price

All devices that had a higher privacy rating were more expensive than those with

a lower privacy rating. Therefore, any participant that decided to purchase a device

from a higher privacy category had to pay a premium for it. More participants in the

WTA category purchased devices with a higher privacy rating when compared to the

participants in other experimental groups. It follows that more participants in the WTA

condition paid a premium for privacy. Here we provide the results from our analysis

on differences in prices of products purchased by participants in different experimental

conditions.

Each privacy category consisted of two smart plug devices. The prices of both

devices for a given category were higher than those from a lower privacy category; and

their prices were different from each other. We computed the price premium by calcu-

lating the difference in price between the lowest priced product in the lowest privacy

category and the lowest priced product in the category from which the participant



16 Gopavaram et al.

purchased the device. In other words, this is the difference in starting prices between

the two categories. An illustration of this can be found in Figure 6. We believe that

this provides us a conservative estimate for the premium paid by the participants. Ad-

ditionally, when switching between categories, participants are more likely to compute

the difference in starting prices between categories as this information is prominently

displayed on the tabs.

Fig. 6. The price premium when a participant purchases a device from the highest privacy category is $10.96.
This is calculated by computing the difference in starting prices between the highest and lowest privacy
categories.

On average the participants in the WTA condition paid a premium of $6.18

with $6 being the median. The participants in the WTP condition on average paid a

premium of $3.74 with $3 being the median. A comparison of means shows that the

participants in the WTA condition on average paid $2.44 more than the participants

in the WTP condition. A comparison of box plots representing the distribution of the

premium paid by participants in different groups is shown in Figure 7.

We conducted a single-tailed Wilcoxon’s rank-sum test to evaluate the statis-

tical significance between groups. The results from the test show that the price differ-

ences between the WTA condition and the WTP condition were statistically significant

(W = 260.5, p-value = 0.044, r=0.301).

In a study conducted by Emami-Naeini et al., participants reported that they

would be willing to pay a premium of 10%-30% of the base price of an IoT device for

privacy and security [11]. However, the value attribute to privacy can vary based on

whether people are asked to pay for privacy or how much they would accept for disclos-

ing their private information [3, 15]. In the past, this variance in the value attributed

to privacy was shown by conducting studies where they explicitly asked participants to
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Fig. 7. A comparison of box plots representing the distribution of premium paid by participants using the
WTA, and the WTP versions of the marketplace.

specify their WTP or WTA for privacy. Here, we show that the design aspects of the

interface can be used to emulate WTA and WTP scenarios. These results are promis-

ing and indicate that people can be nudged to make more privacy-preserving decisions

through the interface design.

Finally, we would like to state that the difference in premiums between the

WTA and the WTP conditions can vary based on the privacy sensitivity of the IoT

device in consideration. Further research is needed to elicit consumers’ behavior in

those conditions.

5.5 Tabs Viewed

For both the WTA and the WTP conditions, the devices were divided into categories

based on their privacy ratings. Each category consisted of two devices and participants

could switch between the categories by clicking on the respective tabs. Here we report

the categories that participants viewed before selecting a smart plug device to purchase.

Fifty-five percent of the participants in the WTP condition viewed the devices

in all 4 categories before making a decision. The remaining 45% of the participants
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viewed 3 or fewer categories before making their decision. Participants that viewed 3

or fewer categories only explored the devices within the lower privacy categories i.e.

they did not view the devices in the highest privacy category. In some cases, participants

explored categories with a higher privacy rating for fitness devices and security cameras

but only viewed the default category (lowest privacy category) before selecting a smart

plug device. Note that both the price range and the privacy rating are visible on the

tabs. This could indicate an overall unwillingness to spend more on devices regardless

of the privacy rating when the default presented offered a lower price.

Seventy-five percent of the participants in the WTA condition viewed the

devices in all 4 categories before making a decision. The remaining 25% of the par-

ticipants made decisions after viewing only the highest privacy category. Some of the

participants in the 25% viewed devices in the lower privacy categories for the fitness

trackers and security cameras but only viewed the highest privacy category for smart

plug devices. The results show that while price was still a consideration, participants

in the WTA category were less likely to purchase devices with a lower privacy rating.

A significant portion of participants within the WTA and the WTP conditions

made purchase decisions without viewing all devices. This implies that the decision

made by these participants was to a great extent based on the privacy rating and the

price of the device. By not viewing the devices within other categories these participants

prevented themselves from being influenced by attributes (like appearance) associated

with products within other categories. Therefore, by categorizing devices based on their

privacy rating and setting a high privacy default, we can make participants attribute

a higher value to the privacy offered by the device.

5.6 Time to Decision

For each participant, we recorded the time taken to select a smart plug device. On

average, the decision time for participants in the WTP conditions was 3.56 minutes.

The average decision time for participants in the WTA condition was 4.68 minutes.

This was approximately 1 minute more than what was observed for the WTP group.

The median for the WTA condition was also higher than that of WTP group.

The results from the one sided t-test show that the decision time between the

WTA and WTP is not statistically significant (Cohen’s d = 0.463, t = 1.466, df =

32.564, p-value = 0.076).
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6 Discussion

The results from our experiment show that more participants in the WTA condition

purchased devices from the highest privacy category when compared to the WTP group.

Conversely, those participants in the WTP condition made more purchases from the

lowest privacy category. Recall that the goal of the study was to emulate WTA and

WTP scenarios through interface design. The results from for experiment i.e. the gap

in privacy premiums and privacy ratings show that we have successfully achieved this

goal.

These results are promising and indicate that people can either be nudged

towards or away from making privacy-preserving choices through interface design. This

has significant implications. For example, if Amazon were to categorize devices based

on their privacy and show people devices in the highest privacy category by default,

a lot more people would be willing to pay a premium to purchase a device with the

highest privacy rating. Furthermore, this would give companies a monetary incentive

to design and manufacture devices with higher privacy and security standards.

We selected participants who self-identified as planning to purchase home

IoT devices. If those with high levels of contextual privacy concerns are therefore self-

excluding by their rejection of IoT privacy risks, then the differences between groups

will represent only those in the current market. Previous research has focused on ob-

taining either subjects who value privacy (e.g., [30] or those with representative privacy

preferences (e.g., [10, 23]). We choose to recruit individuals who sought the devices in

order to obtain more ecologically valid purchase decisions.

The possibility that participants in both groups simply made the first choice

is mitigated by the fact that participants in the WTA group had to choose to pay more

money. Were all the device prices the same, we could not distinguish these purchases

from a simple status-quo decision. The difference in price indicates a difference in

perceived benefit. Spending more money indicates that the differences are substantive

as well as significant.

The groups of participants were not distinguishable; however, we cannot em-

pirically reject the possibility that there was some unobservable endogenous difference

in our participants or in our subtle interactions with participants. While this is true of

all evaluations of human behavior and supports repeated investigations into the phe-

nomena referred to as the privacy paradox, it cannot be rejected out of hand. Only the
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reproduction of the experiment can address this possibility. To mitigate this we have

provided information (including visualizations) to enable reproduction of the experi-

ment and would provide the code used in our experiment upon request.

Finally, we close the discussion by highlighting the potential of powerful mar-

ketplaces, none more than Amazon, for improving the level of privacy in the IoT ecosys-

tem.
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Appendix

A. Privacy Ratings

Please note that the generation of privacy ratings is not the focus of this work. To show

that the generating such ratings is possible, we cited the relevant past work in Section

2.3. Additionally, the participants were only provided information about what the

rating represented. They were not provided any information about how these ratings

were generated. So the procedure used to generate these ratings did not influence

participants’ decisions.

The privacy ratings were generated manually for each device based on its

privacy policy. Specifically, we evaluated the privacy policies based on five factors: data

collection, data usage, control, unauthorized use, and improper access. For each factor,

we assigned a score between one to five. The overall privacy score/rating was derived

by calculating the average score across the five factors. The ratings were positively

framed and represented using a padlock icon. An illustration of this can be found in

Figure 1.

B. Results for Fitness Tracker and Security Cameras

w p-value r

Security Camera 99 0.0016 0.734
Fitness Tracker 120.5 0.0099 0.551

Table 2. The table presents the results for the single tailed Wilcoxon rank-sum tests.

C. Recruitment

For this study, we wanted to recruit participants who would be interested in purchasing

and utilizing a smart plug device. We believed that by recruiting participants with

such inclination, we would be able to record purchase decisions that are comparable

to the ones people make when they are purchasing a device on an actual real-world
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marketplace. To achieve this, we designed our recruiting material to target people who

would be interested in purchasing and utilizing a smart plug device. Specifically, we

solicited participants by stating that they would receive a free smart plug. The first

half of the flyer also contained different use cases for a smart plug. In the second half

of the flyer, we explain to them that they will be given a ”$25 Amazon gift card to

purchase a Smart Plug of their choice from a list of options presented to them”. We

also state that as compensation for participating in the study, they will get to keep the

smart plug they purchased and the amount left on the gift card after the purchase has

been made. A digital copy of the flyer used in classifieds ads and email blasts can be

found in Figure 8.

Fig. 8. A digital copy of the flyer used in classifieds ads and email blasts.


